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Generalist Agents Dr. Strategy

A crucial capability of generalist agents, such as humans, is to explore 
environments and acquire the abilities needed to achieve various goals, 

continuously and in an open-ended way.

We raise the question of whether and how a model-based generalist 
RL agent can “dream better” in a more structured and strategic way.

We propose a strategic model-based generalist agent, Dr. 
Strategy (short for “Dream Strategy”)

Our key idea is that a divide-and-conquer approach leveraging the structure of 
latent landmarks can enhance the efficiency of dreaming in MBRL and promote 

better exploration and achievement quality of a generalist agent.

* denotes equal contribution

Environments

Results

Conclusion

• We propose Dr. Strategy, a novel model-based task generalist agent.
• Dr. Strategy outperformed prior pixel-based MBRL agents in various 
visually complex and partially observable navigation tasks, while also 
showing comparative results in robot manipulation tasks.

We investigate the influence 
of three components of 
strategic dreaming: 

Strategy to Explore (SE), 
Strategy to Achieve (SA), 
Focused Sampling (FS)

Ablation Studies

Three types of visual-based environments: 
(a-c) 2D POMDP navigation (partial view)
(d-e) 3D-Maze Navigation (ego-centric)
(f) a Franka Panda arm manipulation
    (third-person view)

Reconstructed Landmarks for 9-Room and 3D-Maze 7x7

• Train the world model (DreamerV2)

• Learn the latent landmarks from the replay buffer using VQ-VAE

• Train three policies in imagination (Strategic Dreaming)

1) Highway policy:  

2) Explorer : 

3) Achiever: 

• Calculate the landmarks’ curiosity: 

Dynamics : ̂st ∼ dynθ(st−1, at−1) Encoder : et = encθ(xt)
Representation : st ∼ reprθ(st−1, at−1, xt) Decoder : ̂xt ∼ decθ(st)
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re(st) ∝ Var({f(et+1 |st, at, θk) |k ∈ [1,…, N]})
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Dreaming with Strategy


